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Abstract 

In wireless channels there are Non-idealities that cause distortion to the mobile signal 

such as long distance, multipath and the noise that the channel added to the transmitted 

signal. This paper utilizes adaptive filtering techniques to solve this channel distortion. 

Consequently, an adaptive FIR blind identification architecture is developed using four 

adaptive algorithms to estimate wireless time invariant as well as time varying channels. 

The four adaptive algorithms are least mean square (LMS), normalized least square 

(NLMS), recursive least square (RLS) and affine projection algorithm (AFP). The results 

shows that the RLS outperforms other algorithm in wireless time-invariant channel with 

least mean square error of (0.0116), and AFA outperforms other algorithms in wireless 

time-variant channel with least square error of  (0.433) and fastest convergence rate. The 

implications of this wireless channel identification architecture are feasible in detecting 

next-generation 5G channels and underwater acoustic channel to provide the channel 

information for further signal processing. 

  

Keywords- least mean square (LMS), normalized least square (NLMS), recursive least 

square (RLS), affine projection algorithm (AFP), finite impulse response (FIR), wireless 

channel, adaptive identification architecture, wireless underwater channel, 5G channel.  

 

1. Introduction  

Wireless digital communications often require the identification of the channel impulse 

response that can facilitate channel equalization and maximum likelihood sequence 

detection [1, 2]. 

Adaptive wireless channel identification is typically utilized when simpler techniques [3-

7] for received sequence detection cannot be used in tele-communication systems.  The 

wireless channel distorts the conformity of the transmitted signals making the decoding of 

the received information difficult. In such cases where the effects of the channel 

distortion can be modeled as a linear FIR filter, the transmitted symbols is known as 

Inter-Symbol Interference (ISI). Thus, an adaptive filter can be developed to model the 

effects of the channel ISI for purposes of decoding the received information in an optimal 

manner. Where, the transmitter sends to the receiver a sample sequence x(n) that is known 

to both the transmitter and receiver. The receiver then attempts to model the received 

signal, y(n), using an adaptive filter whose input is the known transmitted sequence, x(n), 

and output signal, d(n). After a suitable period of adaptation, the optimal coefficients of 
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the adaptive filter, h(n), are computed and then utilized in a procedure to decode future 

signals transmitted across this wireless channel. This blind channel identification is 

achieved by using only the channel output without using a training sequence.  

To simulate that, two types of wireless channels, time-invariant and time-variant, are 

mathematically modelled. Then, generic adaptive wireless channel architecture is 

designed using adaptive FIR filtering algorithms of least mean square, normalized least 

mean square, recursive least square and affine projection. 

The blind channel identification methods using the second-order cyclostationary statistics 

were initiated by Tong et al. [8, 9]. Those have attracted research attention [10-13]. The 

contributions of this paper can be short listed as following; 

 Time-invariant channel and time-variant channel are mathematically modeled and 

adaptively blind identified using four methods. 

 Performance indices comparisons of the computer simulated models are presented. 

 
2. Adaptive filtering algorithms 

 

The adaptive wireless channel identification architecture utilized four adaptive 

algorithms; least mean square (LMS), normalized least square (NLMS), recursive least 

square (RLS) and affine projection algorithm (AFP). 

 
3. Least Mean Square (LMS) 

The LMS algorithm is widely used in deferent application due to low computation 

complexity, and it is the part of the stochastic gradient algorithms [14]. This algorithm 

has two input and an output. The inputs are the known signal and the error signal, as the 

deference between the FIR filter output and the desired signal to be identify. The output 

signal is the updated filter coefficients.  

Definition of the Adaptive LMS Algorithm:  

 

 

 

  Where, h(n) is the filter coefficients at the nth instant.  

             x(n) is observed signal vector at nth instant.  

In this LMS algorithm the Nth order FIR filter coefficients can be adapted according to 

the following pseudocode form;  

          Parameters: N = taps number, µ = step-size 

 
            S is the maximum value of the input power 

spectral 

         Initialization: when the tap-weight vector is known, set   ,  

                                                               Otherwise, set . 

        Data: Given x(n) is the input M ×1vector at time n 

               d(n) is the desired response at time step n. 

       Computation:  

for n = 1: N; % N = length (x);  

y(n) = h(n-1) x
T
(n);  
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e(n) = d(n) – y(n);  

h(n) = h(n-1) + μ × e(n) × x(n);  

end 

 

Where, y(n) is the FIR Filter output by matrix multiplication.  

 

3.1 Normalized Least Mean Square (NLMS) 

In many application, the input is huge and the LMS algorithm could not adapting the 

output because of step size. Thus, NLMS is developed to overcome this problem by the 

normalizing of step size according to input vector energy [15]. The NLMS algorithm can 

be state in pseudocode form as following; 

Parameters: N = taps number and µ = adaptation constant 

 
                                 Where, = error signal power,         

                                                                             = 

input signal power,                                                                           

         = mean-square deviation.          

Initialization: when the tap-weight vector is known, set  

 ,    

                                                                  Otherwise, set 

 

           Data: Given:  = M×1 tap input vector at time n. 

                      d(n) = desired response at time step . 

          Computation:  
for n = 1: N; % N = length (x);  

y(n) = h(n-1) x
T
(n); % Filter output by matrix multiplication  

e(n) = d(n) – y(n);  

h(n) = h(n-1) +  × e(n) × x(n);  

                        end   
                                               

 Where    is the squared norm. 

 

3.2 Recursive Least Square (RLS) 

This algorithm is useful when the environment is very dynamic and requires speed 

response [16].  For stationary signals, the RLS filter converges to the same optimal filter 

coefficients as the Wiener filter. For non-stationary signals, the RLS filter tracks the time 

diversity of the process [17]. The RLS algorithm can be state in pseudocode form as 

following; 

Parameters: N = taps number  

                     µ = forgetting parameter, where,  

                                   α = regulation parameter,  



International Conference on Change, Innovation, Informatics and Disruptive 

Technology ICCIIDT’16, London- U.K, October 11,12  2016 

07 

 

                        where  

       

 Initialization: set     

                     And,   

           Data: Given,  = M×1 tap input vector at sample time n. 

                   d(n) = desired response at sample time n. 

         Computation:  
for n = 1: N; % N = length (x);  

y(n) = h
T
(n-1) x (n); % Filter output by matrix multiplication  

e(n) = d(n) – y(n);  

T(n) = R(n-1)x(n); 

 
h

T
(n) = h

T
(n-1) + l(n) e(n); 

  

                        end 

Since the adaptive filter coefficients are in the range , thus, time varying 

can be exploited. Note that the coefficients of the FIR filter stay fixed during the 

observation period for which the error function is defined [18].  

 
3.3 Affine Projection Algorithm (AFP) 

The affine projection algorithm is a multi-dimensional generalization of normalized least 

mean square (NLMS) adaptive filtering algorithm. Where, each tap FIR filter coefficients 

vector update of NLMS is viewed as a one dimensional affine projection [19]. Thus, AFP 

uses the projection order, so this algorithm is extension of NLMS. The AFP algorithm can 

be state in pseudocode form as following; 

            Parameters:  N=number of taps, µ = adaptation constant and  

              Initialization: set   , If the tap-weight vector is 

known  

                       Otherwise, set  

             Data:    Given x(n) = M ×1 tap-input vector at time step n 

                                    d(n) =  desired response at time step n. 

             Computation: 

for n = 1: N;  

y(n) = x
T
(n) h(n-1); % Filter output by matrix 

multiplication  

e(n) = d(n) – y(n); 

 ; 

                        end  
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The desired update equation of h(n) for the affine projection adaptive filter is uniquely 

determined by the data matrix x(n) and the error vector, e(n), by acting on the old weight 

vector, h(n-1), to produce the updated weight vector h(n). 

 

4. Wireless Channel Mathematical Model 

A wireless communication system is transmitting information through wireless channels. 

A mathematical model is constructed to reflect the most important characteristics of the 

transmission channel. This mathematical model is the prelude of the channel’s simulation 

using Matlab tool. 

4.1 Time-Invariant Channel 

The time invariant channel may represent transmission medium for a stationary receiver 

in one location, So that the impulse response, h(n), of this channel can be written as 

below: 

 
1 

 

Which can be expressed in closed form as; 

 

 

2 

 

Where, number of path,  path loss, phase and delay respectively. From 

above we note that the time parameter eliminated because the channel is not changing in 

time, moreover the channel have different delays and attenuations and phase shift the Fig. 

1 relates these parameter (attenuation, path delay and phase) in one diagram. 

 

 

 

 

 

 

 

Fig.1 General Impulse response of a time-invariant channel 

The channel output signal is the convolution formula plus the white Gaussian noise, w(n) 

; 

 

 

(  

(  

(  

   
Time,  
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4.2 Time-Variant Channel  

Physical channels that have multipath phenomena such as ionospheric channel, the 

transmitted signal could show the effect by time-variant linear filter with varying impulse 

response  [20] 

 

 

4 

 

Where, = channel impulse response,  = path loss, phase, delay 

respectively. 

The effect of time delay, attenuation and phase shift on the invariant channel, that have 

ten paths, are investigated. Assume that the receiver moving towards the transmitter in 

velocity at 300 km/second, moreover, constant angle of arrival is equal to zero to be the 

maximum Doppler shift: 

 

5 

 

Where,  Doppler frequency, V= velocity of receiver, C=speed of light and 

angle of arrival. The received signal can be written by the equation:  

 

 

6 
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Fig. 2 A linear time-variant channel [21]  

The input signal, for both models, is  

7 

 
 

8 
 

Take into account whole  transmitted and received signals  in real domain the reason that 

the modulators are designed to utilize the oscillators that produce a real sinusoidal (to 

complex exponentials), 

 
9 

 

5. Results and Discussions 

Computation complexity, mean square error and convergence time are the performance 

indices of these four adaptive algorithms (LMS, NLMS, RLS and AFP). The 

Computation Complexity describes the amount of arithmetic operations per iteration and 

the necessary number of iterations to achieve a desired performance level. The mean 

square error is the quadratic function of the error, e(n),  

 
10 

The third performance index is convergence rate which represents the number of 

iterations required for the algorithm to converge to its steady state mean square error.  

The results depend on the adaptation algorithm that has optimum computation 

complexity, less mean square error, and the fast convergence rate. The simulation result 

consists of tables and curves representing the performance characteristics of time-

invariant and time-variant channels. AFP has a projection order of (5) and (2) in time-

invariant and time- variant channel respectively. 

 

5.1 Time-Invariant Channel results 

The time invariant channel is mathematically modelled in equations (1), (2) and (3). This 

channel model can be identified using adaptive filtering architecture for wireless time- 

invariant channel as depicted in Fig. 3. The input signal samples are injected in the 

adaptive FIR model as well as in the unknown time-invariant channel. The unknown 

coefficients of the channel are adjusted to approach the FIR filter coefficients after a 

certain number of iterations.  
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Fig. 3 Adaptive filtering architecture for wireless time- invariant channel 

 

The impulse response of the channel with ten different paths is as shown in Fig. 4 below. 

Error 

Signal,  

e(n) Input Signal, x(n) 

Desired Signal, y(n) 
Unknown Time Invariant 

Channel 

 

FIR filter model 

∑ 

∑ 

Adaptive algorithm 

 Noise Signal, w(n) 

Output Signal, d(n) 

- 

+ 
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Fig. 4 The impulse response of a time invariant channel 

The performance indices are summarized in Table 1. An observation of the RSL 

algorithm outperforms the other adaptive algorithms in identifying the wireless time-

invariant channel.  

Table 1 Performance Comparison of wireless time –invariant channel 

identification architecture’s Adaptive Algorithms, where N (=10) is filter order 

using (100) iteration 

Adaptive 

Algorithm 

Computation  

complexity 

Mean 

Square 

Error 

LMS  2N+2 0.0214 

NLMS 3N+1 0.0169 

RLS 4N
2 0.0116 

AFP 2N
3
 0.0158 

 
The computational complexity of the four is further illustrated in the curve of  

Fig 5. 
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Fig. 5 Computation complexity curve plotted against the adaptive algorithms.  

Filter coefficients adapted to the channel coefficients with step-size = 0.04 for the LMS, 

and step-size = 1 for AFP and NLMS, and the RLS forgetting factor = 0.99 with the 

following mean square error of  Fig. 6. 

 

 

Fig. 6 learning curve of the four adaptive algorithms, iteration=100, filter 

order=10 

5.2 Time-Variant Channel Simulation 
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The adaptive identification architecture, depicted in Fig. 7, is emulating the 

mathematically model of the time-variant channel as in (4), (5) and (6).   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7 Wireless Time-variant channel identification architecture 

The input signal is sampled in the adaptive FIR model as well as in the unknown time-

invariant channel. Then, the unknown coefficients of the channel are adjusted to approach 

the FIR filter coefficients after a certain number of iterations. 

Table 2 Performance Comparison of wireless time –invariant channel 

identification architecture’s Adaptive Algorithms, where N (=10) is filter order 

using (100) iteration. 

 Adaptive 

Algorithm 

Computation  

complexity 

Mean Square Error 

LMS  2N+2 3.1481 

NLMS 3N+1 0.7979 

RLS 
 

0.0454 

AFP 
 

0.0433 

 

Error 

 Signal, 

 e(n) 
Input 

Signal, 

x(n) 

- 

Desired Signal, y(n) Unknown Time Variant Channel 

 

FIR filter model 

∑ 

∑ 

Adaptive algorithm 

 Noise Signal, w(n) 

Output Signal, d(n) 

+ 
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Filter coefficients adapted to the channel coefficients with step-size = 0.04 for the LMS, 

and step-size = 1 for AFP and NLMS, and the RLS forgetting factor = 0.99 with the 

following mean square error of Fig. 8. 

 

 

Fig. 8 learning curve for time varying channel filter order = 10, number of iteration =100. 

 

6. Conclusion 

This paper is presented a comparative performance evaluation of four adaptive blind 

identification methods of wireless channel. This investigation is efficiently developed 

through computer simulation of wireless channel mathematical model for the least square 

error and convergence rate for both time invariant and variant channels.  

Improving the current state of adaptive algorithmic aspect of wireless channel, to go 

upward the next-generation 5G channel model, a novel breakthrough emerging 

techniques are needed to be innovated. A golden ratio-inspired approach that structured 

over the emerging Union Dipole Theory [22] may be one of the potential future solutions. 

 

References 

[1] E. Serpedin and G. B. Giannakis, "Blind channel identification and   

     equalization with modulation-induced cyclostationarity," in IEEE 

     Transactions on Signal Processing, vol. 46, no. 7, pp. 1930-1944, Jul 1998. 

[2] O. Grellier, P. Comon, B. Mourrain and P. Trebuchet, "Analytical blind 

      channel identification," in IEEE Transactions on Signal Processing, vol. 50, 

      no. 9, pp. 2196-2207, Sep 2002. 

[3] Sami Kadhim Hasan, "FPGA Implementations for Parallel Multidimensional 

      Filtering Algorithms", Agriculture and Engineering Newcastle University,  

      2013 

[4] S. Hasan, "Performance-Aware Architectures for Parallel 4D Color fMRI 

      Filtering Algorithm: A Complete Performance Indices Package," in IEEE 



International Conference on Change, Innovation, Informatics and Disruptive 

Technology ICCIIDT’16, London- U.K, October 11,12  2016 

77 

 

      Transactions on Parallel and Distributed Systems, vol. 27, no. 7, pp. 2116- 

      2129, July 1 2016. 

[5] Sami Hasan, Said Boussakta and Alex Yakovlev,  “FPGA-Based  

     Architecture for a Generalized Parallel 2-D MRI Filtering Algorithm”, 

     American J. of Engineering and Applied Sciences 4 (4): 566-575, 2011. 

[6] S. Hasan, S. Boussakta and A. Yakovlev, "Parameterized FPGA-based  

      architecture for parallel 1-D filtering algorithms," Systems, Signal  

      Processing and their Applications (WOSSPA), 2011 7th International 

      Workshop on, Tipaza, 2011, pp. 1 

[7] S. Hasan, "Performance-vetted 3-D MAC processors for parallel volumetric 

     convolution algorithm: A 256×256×20 MRI filtering case study," 2016 Al- 

   Sadeq International Conference on Multidisciplinary in IT and 

    Communication Science and Applications (AIC-MITCSA), Baghdad, Iraq, 

    2016, pp. 1-6. 

[8] Tong, L., G. Xu, and T. Kailath, “Blind Identification and Equalization 

      Based on Second-Order Statistics: A Time Domain Approach,” IEEE Trans. 

      on Information Theory, Vol. 40, No. 2, pp. 340–349, March 1994. 

[9] Tong, L., et al., “Blind Channel Identification Based on Second-Order 

      Statistics: A Frequency-Domain Approach,” IEEE Trans. on Information 

      Theory, Vol. 41, No. 1, pp. 329–334, January 1995. 

[10] Y. C. Pan and S. M. Phoong, "An Improved Subspace-Based Algorithm for 

      Blind Channel Identification Using Few Received Blocks," in IEEE 

      Transactions on Communications, vol. 61, no. 9, pp. 3710-3720, September 

      2013. 

[11] H. Murakam, "Blind Channel Identification Using Interpolation," ISCIT 

       2008Communications and Information Technologies, International 

       Symposium on, Lao, 2008, pp. 652-657. 

[12] C. E. R. Fernandes, G. Favier and J. C. M. Mota, "Parafac-based blind  

        channel identification using 4th-order cumulants," 2006 International 

        Telecommunications Symposium, Fortaleza, Ceara, 2006, pp. 771-776. 

[13] N. D. Gaubitch, M. K. Hasan and P. A. Naylor, "Noise Robust Adaptive 

        Blind Channel Identification Using Spectral Constraints," 2006 IEEE 

        International Conference on Acoustics Speech and Signal Processing 

        Proceedings, Toulouse, 2006, pp. V-V. 

[14] N. D. Gaubitch, M. K. Hasan and P. A. Naylor, "Generalized Optimal Step- 

        Size for Blind Multichannel LMS System Identification," in IEEE Signal 

       Processing Letters, vol. 13, no. 10, pp. 624-627, Oct. 2006. 

[15] M. A. Haque and M. K. Hasan, "Performance comparison of the blind multi 

        channel frequency domain normalized LMS and variable step-size LMS with 

        noise," 2007 15th European  Signal Processing Conference, Poznan, pp.  

        213-217. 

[16] T. Kimura, H. Sasaki and H. Ochi, "Blind channel identification using RLS 

        method based on second-order statistics," SPAWC 1999 2nd IEEE 

       Workshop on Signal Processing Advances in Wireless Communications,  

      Annapolis, MD, 1999, pp. 78-81. 

[17] Hareeta Malani, ‘‘System Identification through RLS Adaptive Filters,'' 

        NCIPET-2012 National Conference on Innovative Paradigms in 

        Engineering & Technology, Proceedings published by International 

        Journal of Computer Applications® (IJCA)      

 [18] Simon Haykin ''Adaptive Filter Theory”, 5
th

 edition, Person, 2014. 

 [19] S. L. Grant and S. Tavathia, "The Fast Affine Projection Algorithm,"  

         Proceedings of the International Conference on Acoustics, Speech, and 

         Signal Processing (IEEE), Jan 1995.  

 [20] Borching Su and P. P. Vaidyanathan  "A Generalized Algorithm for Blind 

        Channel Identification with Linear Redundant Precoders," EURASIP 

        Journal on Advances in Signal Processing 2007 (1), 1-13 



International Conference on Change, Innovation, Informatics and Disruptive 

Technology ICCIIDT’16, London- U.K, October 11,12  2016 

77 

 

[21] J. G. Proakis and Masoud Salehi '' Digital Communications”, 5
th 

Edition, 

        McGraw-Hill, 2008. 

[22] A. Al-Mayahi, “Union-dipole theory, UDT,” Eur. J. Sci. Res., vol. 118, no. 

        3, pp. 285–325, Feb. 2014. 

 

 

Sami Kadhim Hasan ArRammahi received the BSc degree in control and systems 

engineering and the MSc degree in control and instrumentation engineering from the 

University of Technology, Baghdad, Iraq. He received the PhD degree in computer 

engineering from the University of Newcastle, United Kingdom, in 2013, for his research 

project; “Parallel Implementation of Multidimensional Filtering Systems”. He is currently 

a senior lecturer with the College of Information Engineering, Department of Systems 

Engineering, Al-Nahrain University, Baghdad, Iraq. He is carrying out his research on 

parallel algorithms, parallel reconfigurable hardware using networking, DSP, computer 

networks, parallel and distributed systems, power consumption in wireless 

communication, power optimizations in networking, Golden ratio, Union Dipole Theory 

(UDT) and wireless security issues. He has authored several international journal papers 

and IEEE conference papers.  

Google Scholar account;  

https://scholar.google.com/citations?user=Kll3Wk0AAAAJ&hl=en 

LinkedIn account: 

https://www.linkedin.com/in/sami-k-hasan-5998a614?trk=hp-identity-photo 

 

Anas Fadhil Abdulsalam received the BSc degree in communication engineering from 

Al-Nahrain University in2011. He is a postgraduate student under the superposition of Dr. 

Sami Hasan for his MSc. Degree in communication engineering. He is currently 

conducting research on 5G, wireless channel identification, Doppler effect. 

 

 

https://scholar.google.com/citations?user=Kll3Wk0AAAAJ&hl=en
https://www.linkedin.com/in/sami-k-hasan-5998a614?trk=hp-identity-photo

